az United States Patent

US012412173B2

a0y Patent No.: US 12,412,173 B2

Ghafourifar et al. (45) Date of Patent: *Sep. 9, 2025
(54) SYSTEM AND METHOD FOR ENABLING (58) Field of Classification Search
AUTONOMOUS ARTIFICIAL CPC ... G06Q 20/3829; GO6Q 30/0206; GO6Q
INTELLIGENCE-ENABLED SKILLS 2220/10; GO6Q 20/223; GO6Q 20/3827,
g)ég‘f){]zz)i(l}(ES BETWEEN AGENTS OVER A (Continued)
56 References Cited
(71) Applicant: Entefy Inc., Palo Alto, CA (US) (56)
U.S. PATENT DOCUMENTS
(72) Inventors: Alston Ghafourifar, Los Altos Hills,
CA (US); Mehdi Ghafourifar, Los 2002/0165838 Al  11/2002 Vetter
Altos Hills, CA (US) 2014/0108263 Al 4/2014 Ortiz et al.
(Continued)
(73) Assignee: Entefy Inc., Palo Alto, CA (US)
FOREIGN PATENT DOCUMENTS
(*) Notice: Subject to any disclaimer, the term of this WO WO 2016012903 L2016
%atsmg lls SZ’E{SHS;dOi:a;SJUSted under 35 W6 wo 2018126077 7/2018
Thi tent is subiect to a terminal di Primary Examiner — Patrick McAtee
Claliinle):? ent 1s subject to a terminat dis- Assistant Examiner — Vincent 1 Idiake
’ (74) Attorney, Agent, or Firm — Haynes and Boone, LLP
(21) Appl. No.: 18/647,675 (57) ABSTRACT
(22) Filed: Apr. 26, 2024 An improved decentralized, blockchain-driven network for
artificial intelligence (Al)-enabled skills exchange between
(65) Prior Publication Data Intelligent Personal Assistants (IPAs) in a network is dis-
closed that is configured to perform computational tasks or
US 2024/0346495 Al Oct. 17, 2024 services (also referred to herein as “skills”) in an optimally-
Related U.S. Application Data e%cierll; Ziashiqn. In some Zmbodiments, th(iisIIII)l:y comrligrise
. . L a first paying an agreed cost to a secon to perform
(63) Continuation of application No. 17/843.927, ﬁleq on a particular skill in a more optimally-efficient fashion. In
Jun. 17, 2022, now Pat. No. 12,008,559, which is a some embodiments, a skills registry is published, compris-
(Continued) ing benchmark analyses and costs for the skills offered by
the various nodes on the skills exchange network. In other
(51) Imt. CL embodiments, a transaction ledger is maintained that pro-
G06Q 20/38 (2012.01) vides a record of all transactions performed across the
G06Q 30/0201 (2023.01) network in a tamper-proof and auditable fashion, e.g., via the
(Continued) use of blockchain technology. Over time, the Al-enabled
nodes in the system may learn to scale, replicate, and
(52) US. ClL ) transact with each other in an optimized—and fully autono-
CPC ..... G06Q 20/3829 (2013.01); GO6Q 30/0206 mous—fashion.

(2013.01); HO4L 9/0637 (2013.01);
(Continued)

20 Claims, 10 Drawing Sheets

108



US 12,412,173 B2
Page 2

Related U.S. Application Data

continuation of application No. 16/884,007, filed on
May 26, 2020, now Pat. No. 11,367,068, which is a
continuation of application No. 15/859,041, filed on
Dec. 29, 2017, now abandoned.

(51) Int. CL
HO4L 9/06 (2006.01)
HO4L 67/1042 (2022.01)
HO4W 4/70 (2018.01)
(52) US.CL
CPC ... HO4L 67/1042 (2013.01); HO4W 4/70

(2018.02); GO6Q 2220/10 (2013.01)
(58) Field of Classification Search
CPC ... GO6Q 40/04; HO4L 9/0637; HO4L 67/1042;
HO04L 9/50; HO4L 2209/56; HO4L
2463/102; HO4L 9/3239; HO4W 4/70;
GO6N 5/043
See application file for complete search history.

(56) References Cited
U.S. PATENT DOCUMENTS

2015/0199214 Al 7/2015 Lee et al.
2017/0046693 Al 2/2017 Haldenby et al.
2017/0287090 A1  10/2017 Hunn et al.
2018/0025270 Al 1/2018 John et al.
2018/0198694 Al 7/2018 Wells et al.
2019/0034413 Al 1/2019 Rosewell et al.
2019/0052722 Al 2/2019 Gasking



US 12,412,173 B2

Sheet 1 of 10

Sep. 9, 2025

U.S. Patent

1IAYIS
4IM

\—081

1IN3S
1dY

gL

A

gyl

(=g

e W,

0S|

Ay

0¥l



U.S. Patent Sep. 9, 2025 Sheet 2 of 10 US 12,412,173 B2

'/-200
/—225 /—205

/
L 210
PROCESSING UNIT d
3 L1245
0}/ POSITIONAL |,
INPUT INPUT/ SENSOR(S)
OUTPUT
L~—115
BUS v
MEMORY
220
DISPLAY NETWORK I/F /
235 || pa—

FIG. 2A



U.S. Patent Sep. 9, 2025 Sheet 3 of 10 US 12,412,173 B2

'CODE \ 250
| MEMORY 215
|
|
:
. Y
: FRONT END
I
: DECODER(S) N 270
|
I
|
| REGISTER SCHEDULING
| RENAMING
I 26 264
' N 260
I
|
] A
: EXECUTION LOGIC
|
| EU-| EU-2 L EU-N
| N\ 280
; < AN <
| N 285-| N\ 2852 ! N 285N
: BACK END
| RETIREMENT
N
Y L0GIC N 295 i
PROCESSUNG UNIT CORE 210

FIG. 2B



US 12,412,173 B2

Sheet 4 of 10

Sep. 9, 2025

U.S. Patent

£ Old :Ezm_mz? pu— {1
=
2949399Y9357ATILIS8S | HSVH |
\. 01§
p84999V$3639095824LV A%E B
443
—180¢
\.
‘SINT 000°1 139 WIN| viva |
\ 190¢
L6811 muzg L 1p0s
§S0E1STTILI0T “M.h 1 N0
mcm.l\ (WIS
,,ouuu_m_, \\,Iu:m
osgcm%m#ﬁm&% HSYH |
\. 201 €
6YP359VQ9504vH980000 A&E A
1149
——)80¢
\
"SINT 000°1 S139 WDI| Ve |
\ 390¢
L68TT | -INON
—¥0¢
\.
$560€1STT1L10T “m,b - Rl
305 —r WIS

3NN, gt
) VE85ISYSI63005SDILY| HOVH |
e
18911789 14911850000 | h3hd | . - =
0z
81
30¢
.
CSINT 58130 Hvwys | v |
01—
1505¢ | “TNON
1€ e
Wi1e
,.aww_w., -
 6YPISIVA9SIVHIE0000 | HOVH |
e
1890152891¥917850000 | ARMd | _ - —
01
L 900¢
y
SING §8 SLI9 HVWYS | WIVa |
¢ i—ne
1905 | TNON
L gh0¢
s
sisiustaor |SL | T | D0
\ \ J

LINDIS,,
) 4 \ALEM
) 18901¥2891v91¥850000 ”mmé\ a0l
T 00000000000000000000 | :A34d
80§
. . e
SINI 0051 $139 30| WI¥Q | qgp¢
.
19189 | “TONON
010§
. L
LEPHSTTILIO mm 141 10 /!
. N
wi— e 00¢
JINDIS,,
) 4 \»i,z_m
y 18901¥891¥91850000 Has*\ L v0rs
| 00000000000000000000 | A34d
L Yg0¢
SINT 0051 $139 30f .éa\
. - Y90¢
9189 sz%
19189 | :
L Vh0§
. i
LISPHSTLILIO .& 141 W0
g —r  IE e

(# ¥33d

| # 4314



US 12,412,173 B2

Sheet 5 of 10

Sep. 9, 2025

U.S. Patent

Vv Old

“001390IM

i mw_ 607
AN

/I.ocq



US 12,412,173 B2

Sheet 6 of 10

Sep. 9, 2025

U.S. Patent

gy Old

~

‘0W/85/20008 %56 %56 L180 01S =<x&ﬂ(!§
101572001 Yob6 %95 24 X01S =$_<m/.|§
aIA/2000] %58 $81-WLY 9110 1QIA m.uo_/tlmg

J1d/2008 Ylb 0°5/86F o XId 0J13190IM
d/R007| Y%bb 05/56Y uio Xid SHI /rlw”
104/2000°01 %86 0°5/66'% LET0 X0Q 031390IM
aIA/2000'F %66 SECNT 9110 101A 0JL3DAIM "
21d/2000°] %06 09/TY i Xid $.30f ﬂ(.!_m“
I50) ATIAVIIVAY | YUVWHON3I J¥3d | OF NOIDNRd | @1 DI
r omv.l\ wmvl\ ﬁw'\ Ev|\ NSII\ k
MISIDIY STINNS LN



US 12,412,173 B2

Sheet 7 of 10

Sep. 9, 2025

U.S. Patent

Iy Ol4

o &0
,g_c_ 18TTILI0L|  2000°0F 0J1390IM 300 LEW0 V211000 L,....,é
OVITUTULIY %008 W 30l U1 o0 w|
L1I8oLTUILI0Y,  2000°] 30l WY 9110 6€711000 <
PTYIE09TTILIOL,  2000°8 HY¥YS 30l £180 8¢T11000 x|
STHOITITLILIY]  2009'¢ WIN HVYYS ulo LETIN000 w{ .
TLYb809TTILIOL|  3000°0€ 0J139GIM HY4YS L£70 9€711000 o S
SIT9ISTULIOT] 20007 30f Wi 9110 ST |
9STHOISTLILIOL]  3000°0 021390IM 30/ L£70 pETI1000 N o
THETHIL 0 01 Howd arNoIDNNY | QT WYL
Tw—" w—" w— w—  w—" w—

439011 NOILVSNVYL

f@



US 12,412,173 B2

Sheet 8 of 10

Sep. 9, 2025

U.S. Patent




U.S. Patent Sep. 9, 2025 Sheet 9 of 10 US 12,412,173 B2

600
\‘ 602 | REGISTER ONE OR MORE NODES WITH

\ SKILLS EXCHANGE NETWORK

\ 4
604 | pERFORM BENCHMARK ANALYSIS FOR
ONE OR MORE SKILLS FOR ONE OR
MORE OF THE REGISTERED NODES

Y

606 SET PRICE FOR ONE OR MORE
\{ BENCHMARKED SKILLS TO BE OFFERED
ON THE SKILLS EXCHANGE NETWORK

Y

603‘ PUBLISH BENCHMARKED AND PRICED
SKILLS TO DECENTRALIZED SKILLS
REGISTRY

;

6101 BUILD ONE OR MORE ADDITIONAL
NODES

Y

612 | TRAIN THE ONE OR MORE ADDITIONAL
\. NODES WITH ONE OR MORE
BENCHMARKED SKILLS

Y

614 1 pUBLISH THE BENCHMARKED AND PRICED

\ SKILLS OF THE TRAINED NODES TO THE
DECENTRALIZED SKILLS REGISTRY

616 l

\ DISTRIBUTE THE TRAINED ONE OR MORE
ADDITIONAL NODES ACROSS THE SKILLS
EXCHANGE NETWORK

FIG. 6A



U.S. Patent

620

\

Sep. 9, 2025 Sheet 10 of 10

622

624

626

628

630

FIRST NODE SENDS jOB REQUEST TO
SKILLS EXCHANGE NETWORK

Y

JOB REQUEST EVALUATED AGAINST

DECENTRALIZED SKILLS REGISTRY BASED,

AT LEAST IN PART, ON BENCHMARKING
AND PRICE

A

\ OPTIMAL SERVICE PROVIDER IDENTIFIED

FROM SKILLS EXCHANGE NETWORK FOR
PERFORMING JOB REQUEST

A\ 4

SMART CONTRACT EXECUTED BETWEEN
FIRST NODE AND OPTIMAL SERVICE
PROVIDER FOR PERFORMANCE OF JOB
REQUEST

Y

PERFORMANCE OF JOB REQUEST BY
OPTIMAL SERVICE PROVIDER IN
EXCHANGE FOR AGREED PRICE BEING
PAID BY FIRST NODE

Y

632

UPDATE TRANSACTION LEDGER BASED, AT

LEAST IN PART, ON PERFORMANCE OF
JOB REQUEST BY OPTIMAL SERVICE
PROVIDER

BASED, AT LEAST IN PART, ON
PERFORMANCE OF JOB REQUEST BY
OPTIMAL SERVICE PROVIDER

US 12,412,173 B2

FIG. 6B



US 12,412,173 B2

1
SYSTEM AND METHOD FOR ENABLING
AUTONOMOUS ARTIFICIAL
INTELLIGENCE-ENABLED SKILLS
EXCHANGES BETWEEN AGENTS OVER A
NETWORK

CROSS REFERENCE TO RELATED
APPLICATION

This application is a continuation of U.S. patent applica-
tion Ser. No. 17/843,927, filed Jun. 17, 2022, which is a
continuation of U.S. patent application Ser. No. 16/884,007,
filed May 26, 2020, now issued as U.S. Pat. No. 11,367,068,
which is a continuation of and claims priority to U.S. patent
application Ser. No. 15/859,041, filed Dec. 29, 2017, all of
which are incorporated by reference herein in their entirety.

TECHNICAL FIELD

This disclosure relates generally to apparatuses, methods,
and computer readable media for a decentralized, secure
network for artificial intelligence (Al)-enabled performance
and exchange of computational tasks and services between
network nodes.

BACKGROUND

Intelligent personal assistant (IPA) software systems com-
prise software agents that can perform various functions,
e.g., computational tasks or services, on behalf of an indi-
vidual user or users. IPAs, as used herein, may simply be
thought of as computational “containers” for certain func-
tionalities. The functionalities that are able to be performed
by a given IPA at a particular moment in time may be based
on a number of factors, including: a user’s geolocation, a
user’s preferences, an ability to access information from a
variety of online sources, the processing power and/or
current performance load of a physical instance that the IPA
is currently being executed on, and the historical training/
modification/customization that has been performed on the
IPA. As such, current IPA software systems have fundamen-
tal limitations in terms of their capabilities and abilities to
perform certain computational tasks.

For example, in some instances, a first IPA executing on
a first device on a network may be able to perform a
particular first computational task or service (also referred to
herein as a “skill”) with a very high degree of accuracy, but
may be executing on a physical instance that lacks the
necessary computational power or capacity to perform the
particular first computational task or service in a reasonable
amount of time. Likewise, a second IPA, e.g., being
executed on a device belonging to another user on the same
network, may have excellent computational power and
capacity, but not have been trained to perform the first
computational task or service with a high degree of accu-
racy. As such, the particular first computational task or
service is not likely to be able to be efficiently performed by
either the first IPA or the second IPA, causing, in effect, an
inevitable marketplace inefficiency in the overall skills net-
work.

Such a scenario may not provide for a satisfactory (or
efficient) user experience across the many users and/or
nodes of the network. In the context of Al-enabled IPAs, the
IPAs may be able to “learn” and improve their performance
of certain computational tasks or services over time. Al-
enabled IPAs may also be able to determine, over time, more
efficient usages of the network’s overall computational
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capacity to perform computational tasks or services at a high
level of performance and at a low operational cost, e.g., by
‘farming out’ certain computational tasks to other IPAs
and/or nodes in the network that can perform the task in a
more optimal manner.

However, in order to be able to act, react, and interoperate
in an efficient manner, the various IPAs distributed across a
network must have accurate information as to the current
status of the various skills that the nodes on the network are
able to perform (e.g., in terms of benchmarking scores,
availability, and/or costs)—as well as the ability to deter-
mine the most optimal nodes that could be used to perform
such skills, given computational and cost constraints.

Moreover, in order to reliably provide “value,” i.e., pay-
ment for services rendered, to other nodes in the aforemen-
tioned network for the performance of skills in an optimized
manner, it is important that a secure ledger of transactions
performed across the network be maintained in a tamper-
proof and auditable fashion.

The subject matter of the present disclosure is directed to
overcoming, or at least reducing the effects of, one or more
of the problems set forth above. To address these and other
issues, techniques that enable a decentralized, secure net-
work for the Al-enabled performance and exchange of
computational tasks and services between nodes on a net-
work are described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram illustrating a network architec-
ture infrastructure, according to one or more disclosed
embodiments.

FIG. 2A is a block diagram illustrating a computer which
could be used to execute the various processes described
herein, according to one or more of disclosed embodiments.

FIG. 2B is a block diagram illustrating a processor core,
which may reside on a computer, according to one or more
of disclosed embodiments.

FIG. 3 shows an exemplary implementation of blockchain
technology, according to one or more disclosed embodi-
ments.

FIG. 4A illustrates a model of an exemplary Al-enabled
skills exchange network, according to one or more disclosed
embodiments.

FIG. 4B illustrates an exemplary skills registry for an
Al-enabled skills exchange network, according to one or
more disclosed embodiments.

FIG. 4C illustrates an exemplary transaction ledger for an
Al-enabled skills exchange network, according to one or
more disclosed embodiments.

FIG. 5 is a block diagram of an exemplary Al-enabled
skills exchange network, according to one or more disclosed
embodiments.

FIG. 6 A shows a flowchart for a method of establishing an
Al-enabled skills exchange network, according to one or
more disclosed embodiments.

FIG. 6B shows a flowchart for a method of maintaining an
Al-enabled skills exchange network having a skills registry
and secure transaction ledger, according to one or more
disclosed embodiments.

DETAILED DESCRIPTION

Disclosed herein are systems, methods, and computer
readable media for implementing an improved decentral-
ized, secure, e.g., blockchain-driven, network for Al-en-
abled skills exchange between IPAs that are configured to
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perform computational tasks or services in an optimally-
efficient fashion. In the embodiments described herein, IPAs
may be thought of as computational “containers™ for certain
functionalities, able to be executed on any variety of physi-
cal computing device. Further, the IPA containers may be
scaled, replicated (i.e., run as multiple instances of the same
container), and transact with other IPAs. The IPAs according
to the embodiments described herein may thus be able to
interact with one another, if so desired, in a fully autono-
mous fashion, at network-level speeds, in order to reach an
optimal performance across the Al-enabled skills exchange
network.

In some embodiments, a skills registry is published to the
skills exchange network, comprising benchmark analyses
and costs for the various skills offered by the various IPA
nodes on the network. Examples of skills offered by nodes
on the network may include, e.g., performing object or face
recognition tasks on photos or videos, summarizing the
contents of a document, predicting the future price of a
particular stock, or even passive skills, such as offering
storage space for files of any kind to other nodes on the
network. Examples of the kinds of information that may be
published to the skills registry may include, e.g., a unique
service identifier, a function identifier, one or more stan-
dardized performance benchmarks for a particular skill (e.g.,
10 photos analyzed per minute, accuracy of 99.7%, etc.),
network availability levels (historical and/or current), and
the cost per unit for a particular node to perform a particular
skill that it has advertised to the skills registry. In some
embodiments, the skills registry may be stored as a decen-
tralized skills registry.

In other embodiments, this network may comprise a first
IPA paying an agreed cost to a second IPA to perform a
particular skill. A first IPA may pay a second IPA an agreed
cost to perform skill, e.g., if the second IPA is able to
perform the skill in a more optimally efficient fashion, if the
first IPA is not programmed to know how to perform the
skill, or if the first IPA simply does not currently have access
to the necessary computational resources to perform the
skill. In some embodiments, the agreed cost may be paid in
the form of a token or other type of cryptocurrency. The
value of a token used within the network (also referred to
herein as an “ENT”) may fluctuate based on the supply,
demand, and/or perceived values of the services offered by
the network. The value of the token may also be tied to
another monetary asset, such as a more traditional state-
sponsored currency, e.g., the U.S. dollar, or another form of
digital currency or decentralized cryptocurrency, e.g., bit-
coins.

In still other embodiments, a secure transaction ledger
may be maintained that provides a record of all transactions
performed across the network in a tamper-proof and audit-
able fashion, e.g., via the use of blockchain or other decen-
tralized consensus-based technologies. By storing the data-
base in a decentralized fashion, no single trusted copy of the
transaction ledger exists, and no single user/node is trusted
more than the other nodes in the network. In such a system,
a given record in the transaction ledger cannot be changed
or altered retroactively without the alteration of all subse-
quent blocks in the blockchain, as well as the consensus of
more than 51% of the network peers (by computational
power) storing replicated copies of the blockchain. This
ensures the validity and auditability of the recorded network
transactions, and allows nodes to validate and verify that
another node has sufficient tokens to pay for the service(s)
that they are requesting.
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According to yet other embodiments disclosed herein, the
Al-enabled nodes in the system may learn to scale, replicate,
and transact with each other in an optimized—and fully
autonomous-fashion over time. Assuming, as described
above, that tokens are used to exchange value for services
across the skills exchange, in some embodiments, a given
IPA node may be programmed to maximize the number of
incoming tokens it receives for the providing of skills and
minimize the number of outgoing tokens that it sends for
skills to be performed by other IPAs. In such a system, each
IPA will evolve towards performing as many of the skills
that it is best at in the most efficient way possible and
“outsourcing” the skills it performs poorly at to nodes that
have the most optimal combination of price and desired
performance benchmarking. In other instances, a given IPA
node may be seeded with a different “personality” type, e.g.,
favoring the selection of the lowest cost provider of a
service, favoring the selection of the fastest provider of a
service, favoring the selection of the most reliable provider
of a service, favoring the selection of the highest quality
provider of a service, etc.

In the following description, for purposes of explanation,
numerous specific details are set forth in order to provide a
thorough understanding of the embodiments disclosed
herein. It will be apparent, however, to one skilled in the art
that the disclosed embodiments may be practiced without
these specific details. In other instances, structure and
devices are shown in block diagram form in order to avoid
obscuring the disclosed embodiments. References to num-
bers without subscripts or suffixes are understood to refer-
ence all instance of subscripts and suffixes corresponding to
the referenced number. Moreover, the language used in this
disclosure has been principally selected for readability and
instructional purposes, and may not have been selected to
delineate or circumscribe the inventive subject matter, resort
to the claims being necessary to determine such inventive
subject matter. Reference in the specification to “one
embodiment” or to “an embodiment” means that a particular
feature, structure, or characteristic described in connection
with the embodiments is included in at least one embodi-
ment.

The terms “a,” “an,” and “the” are not intended to refer to
a singular entity unless explicitly so defined, but include the
general class of which a specific example may be used for
illustration. The use of the terms “a” or “an” may therefore
mean any number that is at least one, including “one,” “one
or more,” “at least one,” and “one or more than one.” The
term “or”” means any of the alternatives and any combination
of the alternatives, including all of the alternatives, unless
the alternatives are explicitly indicated as mutually exclu-
sive. The phrase “at least one of” when combined with a list
of items, means a single item from the list or any combi-
nation of items in the list. The phrase does not require all of
the listed items unless explicitly so defined.

As used herein, the terms “system” or “computing sys-
tem” refer to a single electronic computing device that
includes, but is not limited to a single computer, VM, virtual
container, host, server, laptop, and/or mobile device, or to a
plurality of electronic computing devices working together
to perform the function described as being performed on or
by the computing system.

As used herein, the term “medium” refers to one or more
non-transitory physical media that together store the con-
tents described as being stored thereon. Embodiments may
include non-volatile secondary storage, read-only memory
(ROM), and/or random-access memory (RAM).
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As used herein, the term “application” refers to one or
more computing modules, programs, processes, workloads,
threads and/or a set of computing instructions executed by a
computing system. Example embodiments of an application
include software modules, software objects, software
instances and/or other types of executable code.

Referring now to FIG. 1, a network architecture infra-
structure 100 is shown schematically. The infrastructure 100
includes computer networks 110, interaction platform
devices 120 (e.g., devices implementing a centralized com-
munications system that allows users’ client devices to
seamlessly interact with any number of other client or
third-party devices via any communications protocol and/or
format), client devices 130, third-party communications
devices 140, third-party service provider devices 150, smart
devices 160, third-party ‘APIl-enabled’ services 170, and
third-party ‘Web-enabled’ services 180.

The computer networks 110 may include any communi-
cations network that allows computers to exchange data,
such as the Internet 111, local area networks 112, corporate
networks 113, cellular communications networks 114, etc.
Each of the computer networks 110 may operate using any
number of network protocols (e.g., TCP/IP). The computer
networks 110 may be connected to each other and to the
various computing devices described herein (e.g., the inter-
action platform devices 120, the client devices 130, the
third-party communications devices 140, the third-party
service provider devices 150, the smart devices 160, the
third-party ‘APIl-enabled’ services 170, and the third-party
‘Web-enabled’ services 180) via hardware elements such as
gateways and routers.

The interaction platform devices 120 may include one or
more servers 121 and one or more storage devices 122. The
one or more servers 121 may include any suitable computer
hardware and software configured to provide the features
disclosed herein. The storage devices 122 may include any
tangible computer-readable storage media including, for
example, read-only memory (ROM), random-access
memory (RAM), magnetic disc storage media, optical stor-
age media, solid state (e.g., flash) memory, etc.

The client devices 130 may include any number of
computing devices that enable an end user to access the
features disclosed herein. For example, the client devices
130 may include, for example, desktop computers 131,
tablet computers 132, mobile phones 133, notebook com-
puters 134, etc.

The third-party communications devices 140 may include
email servers such as a GOOGLE® email server (GOOGLE
is a registered service mark of Google Inc.), third-party
instant message (IM) servers, third-party social network
servers such as a FACEBOOK® or TWITTER® server
(FACEBOOK is a registered trademark of Facebook, Inc.
TWITTER is a registered service mark of Twitter, Inc.),
cellular service provider servers that enable the sending and
receiving of messages such as email messages, short mes-
sage service (SMS) text messages, multimedia message
service (MMS) messages, or any other device that enables
individuals to communicate using any protocol and/or for-
mat.

The third-party service devices 150 may include any
number of computing devices that enable an end user to
request one or more services via network communication.
The smart devices 160 may include any number of hardware
devices that communicate via any of the computer networks
110 and are capable of being controlled via network com-
munication. The third-party ‘API-enabled’ services 170 may
include any number of services that communicate via any of
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the computer networks 110 and are capable of being con-
trolled via an Application Programming Interface (API),
such as a ride-sharing service. The third-party ‘Web-en-
abled’ services 180 may include any number of services that
may have no direct third-party interface, other than infor-
mational content, e.g., information hosted on a third-party
website or the like, such as a train schedule.

As is described in more detail in commonly-assigned U.S.
patent application Ser. No. 14/986,157 (“the *157 applica-
tion”), the so-called “Universal Interaction Platform™ (UIP)
and associated service offerings or capabilities provided by
platform 120 allow users to interact with individuals, service
providers, and smart devices 160 by sending a message (in
the form of a message object) from a client device 130. The
message object is output by the client device 130 for
transmittal to the server 121. When the user is interacting
with a service provider, the UIP may format an instruction
for the third-party service device 150 associated with the
service provider and output the instruction from the server
121 for transmittal to the third-party service device 150.
Similarly, when the user is interacting with a smart device
160, the UIP may format an instruction for the smart device
160 and output the instruction from the server 121 for
transmittal to the smart device 160. The server 121 may also
receive a response from the third-party service device 150 or
smart device 160, format a response message (e.g., in the
form of a response message object) for the user, and output
the response message object for transmittal to the client
device 130.

Although platform 120 is described above as being a
centralized communications system, the client devices 130
are also capable of communicating with each other in a
peer-to-peer fashion, i.e., independent of centralized com-
munications system 120, and/or treating centralized com-
munications system 120 as simply another node in a peer-
to-peer network. In some embodiments, one or more
instances of an IPA (or even instances of multiple, different
IPAs) may be executing on any of the various nodes con-
nected via computer networks 110, e.g., IPAs may be
executing on any one or more of the client devices 130, the
third-party communications devices 140, the third-party
service provider devices 150, and/or the smart devices 160.
The IPAs may “belong” to a particular person, individual
entity, or the centralized communications system platform
120 itself. The IPAs may be used to perform any nature of
computational task or service. In some embodiments, many
instances of the same IPA may be running at one time on one
or multiple nodes in the network of connected IPAs (also
referred to herein as the “skills exchange network™). As will
be described in further detail below, the IPAs may be:
trainable and improvable over time; deployable across other
nodes; “containerizable” to be executed in many different
computational environments; Al-enabled for autonomous
operation; and/or able to serve other IPAs, preferably in an
optimally-efficient manner for the performance of the over-
all skills exchange network.

Referring now to FIG. 2A, an example processing device
200 for use in the nodes operating on the skills exchange
network described herein, according to one or more embodi-
ments, is illustrated in block diagram form. Processing
device 200 may serve in, e.g., a server 121 or a client device
130. Example processing device 200 comprises a system
unit 205 which may be optionally connected to an input
device 230 (e.g., keyboard, mouse, touch screen, etc.) and
display 235. A program storage device (PSD) 240 (some-
times referred to as a hard disk, flash memory, or non-
transitory computer readable medium) is included with the
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system unit 205. Also included with system unit 205 may be
a network interface 220 for communication via a network
(either cellular or computer) with other mobile and/or
embedded devices (not shown). Network interface 220 may
be included within system unit 205 or be external to system
unit 205. In either case, system unit 205 will be communi-
catively coupled to network interface 220. Program storage
device 240 represents any form of non-volatile storage
including, but not limited to, all forms of optical and
magnetic memory, including solid-state storage elements,
including removable media, and may be included within
system unit 205 or be external to system unit 205. Program
storage device 240 may be used for storage of software to
control system unit 205, data for use by the processing
device 200, or both.

System unit 205 may be programmed to perform methods
in accordance with this disclosure. System unit 205 com-
prises one or more processing units, input-output (1/0) bus
225 and memory 215. Access to memory 215 can be
accomplished using the communication bus 225. Processing
unit 210 may include any programmable controller device
including, for example, a mainframe processor, a mobile
phone processor, or, as examples, one or more members of
the INTEL® ATOM™, INTEL® XEON™, and INTEL®
CORE™ processor families from Intel Corporation and the
Cortex and ARM processor families from ARM. (INTEL,
INTEL ATOM, XEON, and CORE are trademarks of the
Intel Corporation. CORTEX is a registered trademark of the
ARM Limited Corporation. ARM is a registered trademark
of the ARM Limited Company). Memory 215 may include
one or more memory modules and comprise random access
memory (RAM), read only memory (ROM), programmable
read only memory (PROM), programmable read-write
memory, and solid-state memory. As also shown in FIG. 2A,
system unit 205 may also include one or more positional
sensors 245, which may comprise an accelerometer, gyrom-
eter, global positioning system (GPS) device, or the like, and
which may be used to track the movement of user client
devices.

Referring now to FIG. 2B, a processing unit core 210 is
illustrated in further detail, according to one or more
embodiments. Processing unit core 210 may be the core for
any type of processor, such as a micro-processor, an embed-
ded processor, a digital signal processor (DSP), a network
processor, or other device to execute code. Although only
one processing unit core 210 is illustrated in FIG. 2B, a
processing element may alternatively include more than one
of the processing unit core 210 illustrated in FIG. 2B.
Processing unit core 210 may be a single-threaded core or,
for at least one embodiment, the processing unit core 210
may be multithreaded, in that, it may include more than one
hardware thread context (or “logical processor”) per core.

FIG. 2B also illustrates a memory 215 coupled to the
processing unit core 210. The memory 215 may be any of a
wide variety of memories (including various layers of
memory hierarchy), as are known or otherwise available to
those of skill in the art. The memory 215 may include one
or more code instruction(s) 250 to be executed by the
processing unit core 210. The processing unit core 210
follows a program sequence of instructions indicated by the
code 250. Each instruction enters a front end portion 260 and
is processed by one or more decoders 270. The decoder may
generate as its output a micro operation such as a fixed width
micro operation in a predefined format, or may generate
other instructions, microinstructions, or control signals
which reflect the original code instruction. The front end 260
may also include register renaming logic 262 and scheduling
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logic 264, which generally allocate resources and queue the
operation corresponding to the convert instruction for execu-
tion.

The processing unit core 210 is shown including execu-
tion logic 280 having a set of execution units 285-1 through
285-N. Some embodiments may include a number of execu-
tion units dedicated to specific functions or sets of functions.
Other embodiments may include only one execution unit or
one execution unit that can perform a particular function.
The execution logic 280 performs the operations specified
by code instructions.

After completion of execution of the operations specified
by the code instructions, back end logic 290 retires the
instructions of the code 250. In one embodiment, the pro-
cessing unit core 210 allows out of order execution but
requires in order retirement of instructions. Retirement logic
295 may take a variety of forms as known to those of skill
in the art (e.g., re-order buffers or the like). In this manner,
the processing unit core 210 is transformed during execution
of the code 250, at least in terms of the output generated by
the decoder, the hardware registers and tables utilized by the
register renaming logic 262, and any registers (not shown)
modified by the execution logic 280.

Although not illustrated in FIG. 2B, a processing element
may include other elements on chip with the processing unit
core 210. For example, a processing element may include
memory control logic along with the processing unit core
210. The processing element may include I/O control logic
and/or may include /O control logic integrated with
memory control logic. The processing element may also
include one or more caches.

Exemplary Blockchain Implementation

As mentioned above, blockchain technology provides a
platform for secure online transactions via the storage of a
decentralized, i.e., distributed, transaction ledger that is
stored and replicated many times across many computers
(sometimes referred to as “peers”) on a network. Block-
chains enable a rapid exchange of value for services at
network-level latency and with full auditability. Because
blockchains operate on the principle of “decentralized con-
sensus,” there is no single central authority that could
potentially be hacked into by a malicious actor in an attempt
to modify or delete any transactions from the recorded
transaction ledger. As blockchains grow over time, the
computational power that it would require to modify all
subsequent blocks downstream from an unauthorized modi-
fication would become so great, that it would be infeasible,
if not impossible, for any single actor to so modify the chain.
Further, even if such a modification was made, the “demo-
cratic” consensus of the other peers storing the replicated
copies of the blockchain could confirm that the single,
modified copy of the blockchain was not valid, since its
blocks’ hashes would differ from the hashes of the blocks in
the “legitimate” copies of the blockchain.

Referring now to FIG. 3, an exemplary implementation of
blockchain technology is shown, according to one or more
disclosed embodiments. FIG. 3 shows two exemplary block-
chains, blockchain 300, stored on exemplary “Peer #1” and
blockchain 300,, stored on exemplary “Peer #2.” Each
blockchain 300 may comprise one or more individual blocks
302 of data. [In the example of FIG. 3, six distinct blocks of
data are shown (i.e., Blocks A-F). It is to be understood that
common elements of each data block share common refer-
ence numerals, whereby each reference numeral has been
appended with the appropriate block suffix of A-F, depend-
ing on which data block the element is a part of.] Blocks 302
may themselves be comprised of multiple components. The
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components shown in FIG. 3 are merely illustrative, and
additional (or fewer) block elements may be used in a given
implementation.

According to some embodiments, each block 302 may
have a block number 304 that is simply incremented by one
each time an additional block is added to the chain. The
block number 304 may be used so that each block across the
various replications of the blockchain on multiple peers may
be referred to by a unique identifier. Each block may also
have a nonce 306. The nonce 306 for a given block is an
arbitrary number whose value is set so that the hash 312 of
the block will contain a run of leading zeros. In the example
shown in FIG. 3, the hashes 312 of valid or so-called
“signed” blocks begin with a run of four leading zeros.

If a block’s data 308 has been modified without subse-
quently determining a new nonce 306 that will result in a run
of four leading zeros again (a process also referred to as
“mining”), then the hash 312 of the block will not contain a
run of leading zeros, and the block will be considered to be
invalid or “unsigned.” Since it is not feasible to predict
which combination of numbers in a nonce will result in the
correct hash for a given set of block data 308, the process of
“mining” involves sequentially trying many different nonce
306 values and recomputing the hash 312 for each nonce 306
value until a hash 312 containing the required number of
leading zeros is found. The number of leading zeros required
in a given blockchain implementation for a block to be
considered “signed” is set by the difficulty. Because the
calculation of the correct nonce 306 for a given block
requires substantial time and resources (both computational
and power-wise), the presentation of a block with the correct
nonce value to the rest of the world constitutes what is
known as “proof of work.” Other types of blockchains may
operate on different validation principles, such as “proof of
burn” or “proof of stake.” It is to be understood that,
although shown as plaintext for illustrative purposes in FIG.
3, in order to handle blockchains involving very large
quantities of content, a block’s payload data may actually be
stored in the form of a hash tree or Merkle tree, wherein each
leaf node is labelled with the hash of a data block, and every
non-leaf node is labelled with the cryptographic hash of the
labels of its child nodes.

Blocks 302 may also comprise a timestamp field 314 that
may be used to track the moment in time at which the block
was created, modified, or became signed. Timestamping
may be used to securely track the creation and/or modifi-
cation of a block over time. According to some embodi-
ments, no entity within the network—not even the entity that
mined the nonce for the block-should be able to change the
block once it has been officially signed and added to the
blockchain.

Each block 302 may also contain a hash pointer 310 to the
hash of the previous block 302 in the blockchain 300. In this
manner, the blockchain 300 effectively becomes a singly-
linked list data structure, wherein each block only knows the
identity of its preceding block in the overall linked list. Note
that the previous hash pointer 310 for the first block in a
blockchain may be set to all zeros or any specific set of
digits, since there is no previous block to the first block in
the chain.

In a system where all blocks are valid and all replicated
copies of the blockchain are identical, the hash 312 of each
block should begin with the aforementioned leading zeros,
and the previous hash pointer 310 of each block 302 should
match the hash 312 of the preceding block in the chain, as
is shown by dashed-line arrows 320 in FIG. 3. However, if
a modification has been made to any of the blocks in a
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particular instance of the chain, as is shown in Block E
(302E) in FIG. 3, with respect to the timestamp data field
316 and the block data field 318, the computed hash (312E)
using the existing nonce 306F will no longer hash to a value
with the requisite number of leading zeros, thus indicating
that the block is “unsigned.” As further indicated by icon
322, this will also cause a situation wherein the previous
hash pointer 310F of the next block in the chain (block 302F,
in this example) will not match the previous hash pointer
310C of the corresponding Block #3’s in all other replica-
tions of the chain, and will also cause the hash (e.g., 312F)
of all subsequent blocks in the chain to become “unsigned,”
thereby indicating that a modification has been made some-
where earlier in the blockchain.

Even assuming that a malicious user was able to
“remine,” i.e., determine a new nonce, for the modified
block and all subsequent blocks in the chain that would
cause them to appear as “signed” blocks, the hash values in
the compromised blockchain (i.e., blockchain 300, stored on
Peer #2 in the example of FIG. 3) would not match the
hashes for the corresponding blocks in any of the other
replicated copies of the blockchain, e.g., the blockchains
stored on Peer #1, Peer #3, Peer #4, and so forth-thus
indicating that the blockchain stored on Peer #2 does not
contain a valid copy of the historical transaction ledger for
this particular blockchain 300. Thus, in the example of FIG.
3, the nodes on the skills exchanges network would come to
the decentralized consensus conclusion that Sarah, in fact,
had only received 85 ENTs (i.e., a hypothetical token used
to exchange value on an Al-driven skills exchange network,
also represented by the symbol ‘e’ herein) to date, as
opposed to the 585 ENTs reflected in the modified ledger of
blockchain 300, stored on Peer #2.

A Decentralized Al-Driven Economy for Skills Exchange

Referring now to FIG. 4A, a model of an exemplary
Al-enabled skills exchange network 400 is shown, accord-
ing to one or more disclosed embodiments. The skills
exchange network 400 may comprise various human user
entities, such as Kim (402), Joc (404), and Sarah (406), in
the example of FIG. 4A. The skills exchange network 400
may further comprise various other entities, such as corpo-
rations, e.g., WidgetCo (408) or other computational service
providers that are not managed exclusively by individual
human users. Each entity that is part of or participating in the
skills exchange network 400 may also be executing one or
more instances of an IPA. As mentioned above, an IPA may
be thought of as a computational “container” for certain
functionalities. IPAs according to the embodiments dis-
closed herein may be scaled, replicated (i.e., run as multiple
instances of the same container), trained, and optimized to
transact with other IPAs.

As shown in FIG. 4A, user Kim (402) is running an
instance of her personalized IPA (403) that is labeled with a
‘K’ icon; user Joe (404) is running an instance of his
personalized IPA (405) that is labeled with a ‘J” icon; and
user Sarah (406) is running an instance of her personalized
IPA (407) that is labeled with an ‘S’ icon. Each user’s IPA
is said to be personalized because it may have been trained,
enhanced, or modified over time with particular skills by its
respective “owner.” Likewise, corporate entity WidgetCo
(408) is running an instance of its corporate IPA (409) that
is labeled with a “W” icon. The corporate IPA (409) may
have been trained and provided with a wider variety of (or
more specialized) skills than the average individual user on
the skills exchange network 400, but there could also exist
particular skills that individual users are able to perform
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better (or cheaper) than WidgetCo (408)’s corporate IPA
(409), for a variety of reasons.

Network transaction queue 414 in FIG. 4A represents a
conceptual illustration of a processing queue for the various
services and skills requested (as well as the skills made
available) via the skills exchange network 400 described
above, e.g., via publication to the network. In this example,
the provider of a centralized communications system having
a UIP (e.g., such as centralized communications system
implemented by devices 120 in FIG. 1) has published ten of
its own services/skills to the skills exchange network, as
represented by the ten circular icons within network trans-
action queue 414, labeled with the numbers ‘1° through ‘10’
to represent the various services made available to indi-
vidual and corporate entities of the skills exchange network
400 by the centralized communications system. As may now
be more clearly understood, sometimes, when an individual
user wants a particular service or skill performed for it, it
may directly pay a corporate IPA for such services or skill
performance, as is shown by path 410 within the skills
exchange network 400. In the case of path 410, user Sarah
(406)’s IPA (407) has requested the performance of a service
or skill by corporate entity WidgetCo (408), which will be
executed by one or more instances of its corporate IPA (409).
In other examples, an individual user who wants a particular
service or skill performed for it may directly pay another
individual user on the skills exchange network for the
performance of such services or skills (e.g., as shown by
path 416, user Sarah (406) could directly pay user Joe
(404)). In still other examples, an individual user of skills
exchange network 400 (or that user’s IPA, on its user’s
behalf) may go out into the marketplace of the “skills
exchange” to identify one or more so-called “native” UIP
services and skills provided by a centralized communica-
tions system (e.g., such as the system described as being
implemented by devices 120 in FIG. 1) that are able to
satisfactorily meet the processing needs of the user’s desired
workload. The desired workload may then be performed by
the UIP’s native services and skills, in a determined
sequence, and in exchange for an agreed price for the
performance of the respective services. For example, in the
case of path 412, user Kim (402)’s IPA (403) has requested
the performance of service(s) or skill(s) that it has been
determined may be performed in a most optimally-efficient
fashion, e.g., in a sequential order, by the UIP’s native skill
17 and then skill °5,” and, finally, skill ‘6.” At each step along
path 412, the agreed upon cost may be transferred to the
‘owner’ of the respective entity performing a service or skill
(in this case, the owner or sponsor of the UIP) and then
recorded in a transaction ledger, e.g., a transaction ledger
that is stored in a secure, auditable, and decentralized
blockchain, as discussed above. It is to be understood that
the centralized communications system’s native UIP may
not provide all of skills listed on the skills exchange network
and, in some cases, individual users or corporate entities
may develop different skills and/or complementary or com-
peting skills to those native skills offered by the UIP, which
complimentary or competing skills may potentially be
offered: at a different price point, with a different perfor-
mance benchmark; and/or with a different availability
benchmark. In some cases, an IPA may determine that its
desired workload may be performed entirely by skills pro-
vided natively by the UIP sponsor. In other cases, an IPA
may determine it is most efficient to mix and match from
skills provided by other users (e.g., individual or corporate)
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of the skills exchange network and the native UIP skills
offered on the skills exchange network, in order to perform
its desired workload.

Referring now to FIG. 4B, an exemplary skills registry
420 for an Al-enabled skills exchange network is shown,
according to one or more disclosed embodiments. As men-
tioned above, according to some embodiments of a skills
exchange network, a skills registry 420 may be published to
the skills exchange network 400. The skills registry 420 may
comprise a listing of various attributes for every skill offered
on the skills exchange network 400, e.g., a unique service
identifier (422) to distinguish services on the registry from
one another; a function identifier (424) to uniquely identify,
in a standardized fashion, the type of skill or service that is
being offered; one or more standardized performance bench-
marks for a particular skill (e.g., 10 photos analyzed per
minute, accuracy of 99.7%, etc.) (426); network availability
levels (historical and/or current) (428) for a particular skill
or service; and the cost per unit (430) for a particular node
to perform the particular skill or service that it has advertised
to the skills registry. The skills registry 420 may be stored at
a single, centralized trusted source, or, in other implemen-
tations, it may also be stored across multiple nodes on the
exchange, i.e., in a decentralized fashion. Skills registry 420
may also be stored in blockchain, or other decentralized
consensus format, to ensure the validity and auditability of
skills offered in the network over time.

Examples of skills offered by nodes on the network may
include, e.g.: performing object or face recognition tasks on
photos (as is represented in skills registry 420 by exemplary
Function_ID 0112 and offered by service listing 432 from
Joe, 438 from Kim, and 440 from WidgetCo); performing
object or face recognition tasks on videos (as is represented
in skills registry 420 by exemplary Function_ID 0116 and
offered by service listing 434 from WidgetCo and 442 from
Joc); summarizing the contents of a document (as is repre-
sented in skills registry 420 by exemplary Function_ID 0237
and offered by service listing 436 from WidgetCo; predict-
ing the future price of a particular stock (as is represented in
skills registry 420 by exemplary Function_ID 0345 and
offered by service listing 444 from Sarah); or even passive
skills, such as offering storage space for files of any kind to
other nodes on the network (as is represented in skills
registry 420 by exemplary Function_ID 0817 and offered by
service listing 446 from Sarah). As may now be understood,
many additional rows may exist in skills registry 420
(including rows relating to skills offered natively by the
UIP’s owner or sponsor, as discussed above with reference
to FIG. 4A), and the values of particular service listings may
change over time, e.g., as performance benchmarks improve
(or worsen), network availability increases (or decreases),
and/or as the cost of performing the particular skill changes,
e.g., in response to market forces or changes in the abilities
of a node to perform the skill over time. The costs of the
services on exemplary skills registry 420 in column 430 are
shown in ‘ents,” a hypothetical token for exchanging value
among the members of the skills exchange network 400. As
mentioned above, the value of the token used by the network
may also be tied to another monetary asset, such as a more
traditional state-sponsored currency, e.g., the U.S. dollar, or
another form of digital currency or decentralized cryptocur-
rency, e.g., bitcoins, such that ‘real world’ value may be
exchanged between IPAs via the skills exchange network
400.

Referring now to FIG. 4C, an exemplary transaction
ledger 460 for an Al-enabled skills exchange network is
shown, according to one or more disclosed embodiments. As
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mentioned above, according to some embodiments of a
skills exchange network, a secure transaction ledger may be
maintained that provides a record of all transactions per-
formed across the network in a tamper-proof and auditable
fashion, e.g., via the use of blockchain or other decentralized
consensus-based technologies. By storing the database in a
decentralized fashion, no single trusted copy of the trans-
action ledger exists, and no single user/node is trusted more
than the other nodes in the network. In such a system, a
given record in the transaction ledger cannot be changed or
altered retroactively without the alteration of all subsequent
blocks in the blockchain, as well as the consensus of more
than 51% of the network peers (by computational power)
storing replicated copies of the blockchain. This ensures the
validity and auditability of the recorded network transac-
tions, and allows nodes to validate and verify that another
node has sufficient tokens to pay for the service(s) that they
are requesting.

The transaction ledger 460 may comprise a listing of
various attributes for every transaction that has taken place
on the skills exchange network 400, e.g., a transaction
identifier (462) to uniquely identify every transaction that
has taken place on the exchange; a function identifier (464)
to uniquely identify, in a standardized fashion, the type of
skill or service that was completed during the transaction;
the party providing the service or skill sold in the transaction
(466); the party receiving the service or skill sold in the
transaction (468); the price paid for the performance of the
transaction (470); and a timestamp (472) indicating when
the transaction occurred. According to some embodiments,
the timestamp may reflect the instant in time at which a
smart contract was agreed to or executed between the
provider of the service and the receiver of the service. As
may now be understood, many additional rows may exist in
the transaction ledger 460, and the ledger will continue to
increase over time as more and more transactions are trans-
acted in the network, adding more and more blocks to the
transaction ledger blockchain (assuming that one is being
used to store transactional data).

Referring now to FIG. 5, a block diagram of an exemplary
Al-enabled skills exchange network 500 is shown, accord-
ing to one or more disclosed embodiments. FIG. 5 reflects an
exemplary real-world instantiation of skills exchange net-
work 400 that is “in motion,” with the various nodes
transacting across the network with various other nodes, in
order to have their desired services performed in an opti-
mally-efficient manner. Skills exchange network 500 is also
shown as operating in a decentralized fashion, e.g., over the
Internet 111 (or other network backbone), and leveraging the
aforementioned skills registry 420 from FIG. 4B and trans-
action ledger 460 from FIG. 4C to facilitate and track
transactions across the network, respectively.

Exemplary skills exchange network 500 is comprised of
various physical hardware instances, e.g., end-user comput-
ing devices 502A-502E and server devices 504A-504C. Of
course, many other types of physical instances may com-
prise part of skills exchange network 500, and those shown
in FIG. 5 are merely illustrative in nature.

Each device 502/504 that is part of skills exchange
network 500 is also shown as executing at least one bench-
marked IPA. For example, device 502A is executing Kim’s
IPA 403, having benchmark scores 516; device 502B is
executing Joe’s IPA 405, having benchmark scores 514;
device 502C is executing a Party ‘X’s IPA 506, having
benchmark scores 522; device 502D is executing Sarah’s
IPA 407, having benchmark scores 518; device 502E is
executing a “replicated” version of Sarah’s IPA 407, having
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benchmark scores 518'; device 504A is executing Wid-
getCo’s corporate IPA 409, having benchmark scores 520;
device 504B is executing a Party ‘Y’s IPA 508, having
benchmark scores 524; and device 504C is executing a
replicated version of Joe’s IPA 405°, having benchmark
scores 514'. In some implementations, Party “Y,” executing
an [PA 508 on device 504B could, for example, represent the
native UIP services and skills provided by a centralized
communications system (e.g., such as the system described
as being implemented by devices 120 in FIG. 1).

As is shown in FIG. 5, each device, via at least one of the
IPA instances that is being executed on it, may request the
performance of one or more services from one or more other
IPAs in the skills exchange network 500. The reasons for the
various transactions may be varied, and may be as simple as
the fact that a particular IPA does not have the capability to
perform a particular skill (e.g., Kim’s IPA may request Joe’s
IPA to perform object recognition in one or more video files
because Kim’s IPA does not have that skill) or that another
node in the system can perform a particular skill at a greater
quality level or for a cheaper cost (e.g., Kim’s IPA may
request WidgetCo’s corporate IPA to perform object recog-
nition in one or more picture files, due to WidgetCo’s better
benchmarking score, higher availability, and/or lower per
picture file cost). If, at some future time, the best-performing
IPA for a particular skill becomes too busy or suffers from
availability issues (e.g., as reported via the skills registry), a
given node may instead look to the second-best performing
or third-best performing IPA in the network to perform the
particular skill, as it is willing to take a decrease in perfor-
mance quality in exchange for getting the job completed
more quickly and/or reliably.

Over time, the various nodes may learn, via one or more
Al methodologies, which other nodes in the system to
transact with in order to complete computational tasks in the
most efficient manner. In some embodiments, these deci-
sions may be fully autonomous, i.e., free from end user
input. As shown in FIG. 5 via dashed-line arrows 510/512,
in some instances, the most optimal decision for a node may
be to effectively clone or replicate itself to be executed on
another physical instance in the network, e.g., a physical
instance with greater processing power or capacity, which is
able to share a computational workload with the originating
node. Further, although not illustrated in FIG. 5, as men-
tioned above, multiple instances of a particular IPA (or
single instances of multiple, different IPAs) may each be
executing simultaneously on the same physical instance in
the network.

Referring now to FIG. 6A, a flowchart 600 for a method
of establishing an Al-enabled skills exchange network is
shown, according to one or more disclosed embodiments.
First, the method 600 may register one or more nodes with
the skills exchange network (Step 602). By making them-
selves known to the network, the nodes may begin the
process to become allowed to list their skills and transact
with other nodes on the network. Next, at Step 604, a
benchmark analysis may be performed on one or more of the
skills that one or more of the nodes wishes to offer. As
mentioned above, benchmarks may be in the form of a
rating, e.g., a user rating, a throughput speed, a percentage
success rate, a compression ratio, a quantity, etc. Impor-
tantly, benchmarks can allow IPAs (and/or the entities
directing such IPAs) to compare the quality and cost of
comparable service offerings across the entire skills
exchange network at network-level latency speeds.

Next, at Step 606, the method 600 may set the price for
one or more of the benchmarked skills from Step 604 that is
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to be offered on the skills exchange network. Once the
necessary benchmarks and price points have been deter-
mined for a given skill, it may be published to a registry
(Step 608).

Over time, entities on the skills exchange network may
decide that they want to build, replicate, or deploy one or
more additional nodes (Step 610). For example, if user Joe
becomes particularly well-known across the skills exchange
network for his highly-accurate image facial recognition
algorithm, he may wish to deploy additional IPAs offering
the highly-desired facial recognition service on more com-
pute nodes throughout the blockchain network. Once the
additional nodes have been built, they may be trained up
with the service or skill in question (Step 612) and then
likewise benchmarked, priced, and published to the skills
registry (Step 614). The additional trained nodes may be
executed either on Joe’s own physical hardware instances, or
distributed across the network (Step 616), e.g., by renting
out time and/or computational cycles on another entity’s
physical hardware instances to execute Joe’s facial recog-
nition-specializing IPA. In some embodiments, the user’s
allowing Joe to rent out time on their physical instances may
receive some percentage of the tokens that Joe receives for
performing the image recognition services on their physical
instances.

Referring now to FIG. 6B, a flowchart 620 for a method
of maintaining an Al-enabled skills exchange network hav-
ing a skills registry and secure transaction ledger is shown,
according to one or more disclosed embodiments. First,
method 620 may begin with a first node sending a job
request to a skills exchange network (Step 622). The “job
request” may comprise a computational task to be performed
by one or more services offered via the skills exchange
network, wherein the one or more services may be per-
formed by one or more IPAs instances, controlled by one or
more entities, operating on one or more physical instances
distributed across the skills exchange network.

At Step 624, the job request may be evaluated against a
decentralized skill registry, wherein the determination of the
most optimal performance of the job request may be based,
at least in part, on the benchmarking scores and prices of the
various skills offered on the skills registry. At Step 626, the
optimal service provider (or providers) for performing the
job request are identified on the skills exchange network. At
Step 628, a smart contract may be executed between the first
node and the optimal service provider(s) for the performance
of the job request. Finally, at Step 630, the job request may
be performed by the optimal service provider(s), in
exchange for the agreed upon price from the skills registry
being paid by the first node.

According to some preferred embodiments, a transaction
ledger may then be updated based, at least in part, on the
performance of the job request by the optimal service
provider(s) (Step 632), and the skills registry may, if nec-
essary, be updated based, at least in part, on the performance
of the job request by the optimal service provider(s) (Step
634). For example, if the service provider’s quality level has
decreased over a significant number of job performances, the
service provider’s benchmark listing in the service registry
may be updated to reflect a lower benchmarking score.
Likewise, if demand has gone up (or down) over a signifi-
cant amount of time, the cost of the service provider’s listing
in the service registry may be updated to reflect a the greater
(or lower) demand level across the network, etc.

As mentioned above, the decisions about job routing may
occur across the entire skills exchange network at network-
level latency speeds, and individual nodes within the net-
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work may be programmed and/or trained up, e.g., using
various algorithms, human training, software development,
data mining, etc., to transact autonomously with the rest of
the skills exchange network in the most optimally-efficient
manner.

EXAMPLES

The following examples pertain to further embodiments.

Example 1 is a computer-implemented method, compris-
ing: registering a first node with a skills exchange network,
wherein the first node is executing at least one Intelligent
Personal Assistant (IPA) applications, and wherein a first
IPA application of the at least one IPA applications is
configured to perform at least a first skill; performing a
benchmarking analysis on the first skill; determining a price
for the performance of the first skill by the first IPA
application; publishing the benchmarking analysis and price
for the performance of the first skill by the first IPA
application to a first skills registry accessible by nodes in the
skills exchange network; receiving, at the first IPA applica-
tion, a request from a second IPA application for the per-
formance of the first skill; executing a smart contract
between the first IPA and the second IPA for the performance
of the first skill at the determined price; performing, by the
first IPA application, the first skill; receiving, by the first [PA
application, payment of the determined price from the
second IPA application; and recording the performance of
the first skill, by the first IPA application, for the second IPA
application, and at the determined price, in a transaction
ledger accessible by nodes in the skills exchange network.

Example 2 includes the subject matter of example 1,
wherein the benchmarking analysis further comprises at
least one of the following: a rating, a user rating, a through-
put speed, a percentage success rate, a compression ratio,
and a quantity.

Example 3 includes the subject matter of example 1,
further comprising: publishing an availability rating for the
performance of the first skill by the first IPA application to
the first skills registry.

Example 4 includes the subject matter of example 1,
wherein the second IPA application has determined that the
first IPA application is the optimally-efficient IPA applica-
tion that is accessible by nodes in the skills exchange
network for the performance of the first skill at the time the
request is made.

Example 5 includes the subject matter of example 1,
wherein receiving payment of the determined price further
comprises receiving a payment made using at least one of
the following: a token asset, a cryptocurrency asset, a digital
currency asset.

Example 6 includes the subject matter of example 1,
wherein the transaction ledger is stored in a blockchain.

Example 7 includes the subject matter of example 1,
further comprising: updating the first skills registry based, at
least in part, on the performance of the first skill.

Example 8 includes the subject matter of example 1,
further comprising: replicating the first IPA application on a
second node within the skills exchange network.

Example 9 is a non-transitory computer readable storage
medium comprising computer executable instructions stored
thereon to cause one or more processing units to: register a
first node with a skills exchange network, wherein the first
node is executing at least one Intelligent Personal Assistant
(IPA) applications, and wherein a first IPA application of the
at least one IPA applications is configured to perform at least
a first skill; perform a benchmarking analysis on the first
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skill; determine a price for the performance of the first skill
by the first IPA application; publish the benchmarking
analysis and price for the performance of the first skill by the
first IPA application to a first skills registry accessible by
nodes in the skills exchange network; receive, at the first [PA
application, a request from a second IPA application for the
performance of the first skill; execute a smart contract
between the first IPA and the second IPA for the performance
of'the first skill at the determined price; perform, by the first
IPA application, the first skill; receive, by the first IPA
application, payment of the determined price from the
second IPA application; and record the performance of the
first skill, by the first IPA application, for the second IPA
application, and at the determined price, in a transaction
ledger accessible by nodes in the skills exchange network.

Example 10 includes the subject matter of example 9,
wherein the benchmarking analysis further comprises at
least one of the following: a rating, a user rating, a through-
put speed, a percentage success rate, a compression ratio,
and a quantity.

Example 11 includes the subject matter of example 9,
further comprising instructions stored thereon to cause the
one or more processing units to: publish an availability
rating for the performance of the first skill by the first IPA
application to the first skills registry.

Example 12 includes the subject matter of example 9,
wherein the second IPA application has determined that the
first IPA application is the optimally-efficient IPA applica-
tion that is accessible by nodes in the skills exchange
network for the performance of the first skill at the time the
request is made.

Example 13 includes the subject matter of example 9,
wherein the instructions to receive payment of the deter-
mined price further comprise instructions to receive a pay-
ment made using at least one of the following: a token asset,
a cryptocurrency asset, a digital currency asset.

Example 14 includes the subject matter of example 9,
wherein the transaction ledger is stored in a blockchain.

Example 15 includes the subject matter of example 9,
further comprising instructions stored thereon to cause the
one or more processing units to: update the first skills
registry based, at least in part, on the performance of the first
skill.

Example 16 includes the subject matter of example 9,
further comprising instructions stored thereon to cause the
one or more processing units to: replicate the first IPA
application on a second node within the skills exchange
network.

Example 17 is Intelligent Personal Assistant (IPA)-en-
abled system, comprising: a memory; and one or more
processing units, communicatively coupled to the memory,
wherein the memory stores instructions configured to cause
the one or more processing units to: register the IPA-enabled
system as a first node with a skills exchange network,
wherein the [PA-enabled system is executing at least one
IPA applications, and wherein a first [PA application of the
at least one IPA applications is configured to perform at least
a first skill; perform a benchmarking analysis on the first
skill; determine a price for the performance of the first skill
by the first IPA application; publish the benchmarking
analysis and price for the performance of the first skill by the
first IPA application to a first skills registry accessible by
nodes in the skills exchange network; receive, at the first [PA
application, a request from a second IPA application for the
performance of the first skill; execute a smart contract
between the first IPA and the second IPA for the performance
of'the first skill at the determined price; perform, by the first
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IPA application, the first skill; receive, by the first IPA
application, payment of the determined price from the
second IPA application; and record the performance of the
first skill, by the first IPA application, for the second IPA
application, and at the determined price, in a transaction
ledger accessible by nodes in the skills exchange network.

Example 18 includes the subject matter of example 17,
wherein the benchmarking analysis further comprises at
least one of the following: a rating, a user rating, a through-
put speed, a percentage success rate, a compression ratio,
and a quantity.

Example 19 includes the subject matter of example 17,
wherein the instructions are further configured to cause the
one or more processing units to: publish an availability
rating for the performance of the first skill by the first IPA
application to the first skills registry.

Example 20 includes the subject matter of example 17,
wherein the second IPA application has determined that the
first IPA application is the optimally-efficient IPA applica-
tion that is accessible by nodes in the skills exchange
network for the performance of the first skill at the time the
request is made.

Example 21 includes the subject matter of example 17,
wherein the instructions to receive payment of the deter-
mined price further comprise instructions to receive a pay-
ment made using at least one of the following: a token asset,
a cryptocurrency asset, a digital currency asset.

Example 22 includes the subject matter of example 17,
wherein the transaction ledger is stored in a blockchain.

Example 23 includes the subject matter of example 17,
wherein the instructions are further configured to cause the
one or more processing units to: update the first skills
registry based, at least in part, on the performance of the first
skill.

Example 24 includes the subject matter of example 17,
wherein the instructions are further configured to cause the
one or more processing units to: replicate the first IPA
application on a second node within the skills exchange
network.

Example 25 includes the subject matter of example 17,
wherein the first skills registry comprises a decentralized
skills registry.

It is to be understood that the above description is
intended to be illustrative, and not restrictive. For example,
above-described embodiments may be used in combination
with each other and illustrative process steps may be per-
formed in an order different than shown. Many other
embodiments will be apparent to those of skill in the art
upon reviewing the above description. The scope of the
invention therefore should be determined with reference to
the appended claims, along with the full scope of equivalents
to which such claims are entitled.

What is claimed is:

1. A method comprising:

receiving a request for a performance of a first computa-

tional skill;

performing, using an artificial intelligence (Al) system of

a network comprising a plurality of computational
notes, a benchmarking analysis of the first computa-
tional skill on each of the plurality of computational
nodes based a computational efficiency of each of the
plurality of computational nodes when executing the
application to perform the first computational skill
using the corresponding resources, wherein each of the
plurality of computational nodes is configured to
execute an application that performs one of more
computational skills using corresponding resources;
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assigning, by the Al system, a value to the performance of
the first computational skill by each of the plurality of
computational nodes based on the benchmarking analy-
sis and node availability for each of the plurality of
computational nodes, wherein the value is associated
with tokens exchanged by the plurality of computa-
tional nodes to outsource performances of the one or
more computational skills between the plurality of
computational nodes;

determining a smart contract between a first one and a

second one of the plurality of computational nodes at
the value for the performance of the first computational
skill by one of the first one or the second one of the
plurality of computational nodes; and

performing the first computational skill using the appli-

cation corresponding to the one of the first one or the
second one of the plurality of computational nodes.

2. The method of claim 1, wherein the performing the first
computational skill is by the one of the first one or the
second one of the plurality of computational nodes based on
the smart contract.

3. The method of claim 2, further comprising:

executing the smart contract for the value based on the

one of the first one or the second one of the plurality of
computational nodes that performs the first computa-
tion skill.

4. The method of claim 3, wherein the executing the smart
contract comprises exchanging a number of the tokens with
at least one of the first one or the second one of the plurality
of computational nodes for the performance of the first
computational skill.

5. The method of claim 1, further comprising:

recording the performing the first computational skill at

one of the value of the smart contract or a further
determined value in a transaction ledger accessible by
the plurality of computational nodes.

6. The method of claim 1, wherein the performing the first
computational skill comprises:

selecting, based on the assigning, the first one of the

plurality of computational nodes for a first portion of
the first computational skill; and

selecting, based on the assigning, the second one of the

plurality of computational nodes for a second portion of
the first computational skill.

7. The method of claim 1, wherein the value comprises
one of an agreed price, a preset price, or a historically
determined price for each of the plurality of computational
nodes for the performance of the first computational skill.

8. The method of claim 1, wherein the computational
efficiency is associated with at least one of a hardware rating,
a user rating, a throughput speed, a percentage success rate,
a compression ratio, or a network transaction queue.

9. A system comprising:

one or more non-transitory memory devices; and

one or more hardware processors configured to execute

instructions from the one or more non-transitory

memory devices to cause the system to perform opera-

tions comprising:

receiving a request for a performance of a first com-
putational skill;

performing, using an artificial intelligence (Al) system
of a network comprising a plurality of computational
nodes, a benchmarking analysis of the first compu-
tational skill on each of the plurality of computa-
tional nodes based a computational efficiency of each
of the plurality of computational nodes when execut-
ing the application to perform the first computational
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skill using the corresponding resources, wherein
each of the plurality of computational nodes is
configured to execute an application that performs
one of more computational skills using correspond-
ing resources;

assigning, by the Al system, a value to the performance
of the first computational skill by each of the plu-
rality of computational nodes based on the bench-
marking analysis and node availability for each of
the plurality of computational nodes, wherein the
value is associated with tokens exchanged by the
plurality of computational nodes to outsource per-
formances of the one or more computational skills
between the plurality of computational nodes;

determining a smart contract between a first one and a
second one of the plurality of computational nodes at
the value for the performance of the first computa-
tional skill by one of the first one or the second one
of the plurality of computational nodes; and

performing the first computational skill using the appli-
cation corresponding to the one of the first one or the
second one of the plurality of computational nodes.

10. The system of claim 9, wherein the performing the
first computational skill is by the one of the first one or the
second one of the plurality of computational nodes based on
the smart contract.

11. The system of claim 9, wherein the operations further
comprise:

executing the smart contract for the value based on the

one of the first one or the second one of the plurality of
computational nodes that performs the first computa-
tion skill.

12. The system of claim 11, wherein the executing the
smart contract comprises exchanging a number of the tokens
with at least one of the first one or the second one of the
plurality of computational nodes for the performance of the
first computational skill.

13. The system of claim 9, wherein the operations further
comprise:

recording the performing the first computational skill at

one of the value of the smart contract or a further
determined value in a transaction ledger accessible by
the plurality of computational nodes.

14. The system of claim 9, wherein the performing the
first computational skill comprises:

selecting, based on the assigning, the first one of the

plurality of computational nodes for a first portion of
the first computational skill; and

selecting, based on the assigning, the second one of the

plurality of computational nodes for a second portion of
the first computational skill.

15. The system of claim 9, wherein the value comprises
one of an agreed price, a preset price, or a historically
determined price for each of the plurality of computational
nodes for the performance of the first computational skill.

16. The system of claim 9, wherein the computational
efficiency is associated with at least one of a hardware rating,
a user rating, a throughput speed, a percentage success rate,
a compression ratio, or a network transaction queue.

17. A non-transitory machine-readable medium, on which
are stored instructions that when executed cause a machine
to perform operations comprising:

receiving a request for a performance of a first computa-

tional skill;

performing, using an artificial intelligence (Al) system of

a network comprising a plurality of computational
notes, a benchmarking analysis of the first computa-
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tional skill on each of the plurality of computational
nodes based a computational efficiency of each of the
plurality of computational nodes when executing the
application to perform the first computational skill
using the corresponding resources, wherein each of the
plurality of computational nodes is configured to
execute an application that performs one of more
computational skills using corresponding resources;

assigning, by the Al system, a value to the performance of
the first computational skill by each of the plurality of
computational nodes based on the benchmarking analy-
sis and node availability for each of the plurality of
computational nodes, wherein the value is associated
with tokens exchanged by the plurality of computa-
tional nodes to outsource performances of the one or
more computational skills between the plurality of
computational nodes;

determining a smart contract between a first one and a
second one of the plurality of computational nodes at
the value for the performance of the first computational
skill by one of the first one or the second one of the
plurality of computational nodes; and
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performing the first computational skill using the appli-
cation corresponding to the one of the first one or the
second one of the plurality of computational nodes.

18. The non-transitory machine-readable medium of
claim 17, wherein the performing the first computational
skill is by the one of the first one or the second one of the
plurality of computational nodes based on the smart con-
tract.

19. The non-transitory machine-readable medium of
claim 17, wherein the operations further comprise:

executing the smart contract for the value based on the

one of the first one or the second one of the plurality of
computational nodes that performs the first computa-
tion skill.

20. The non-transitory machine-readable medium of
claim 17, wherein the executing the smart contract com-
prises exchanging a number of the tokens with at least one
of the first one or the second one of the plurality of
computational nodes for the performance of the first com-
putational skill.
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